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1. INTRODUCTION 
 

Real estate appraisal, also known as property 

valuation or house pricing, plays a vital role as a 

decision-support tool in various significant economic, 

financial, and business transactions. These include 

property sales and purchases, bank loans, insurance 

assessments, property taxation, ownership transfers, 
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Real estate appraisal is a critical process essential for economic, financial, and business transactions, including buying and selling, 

mortgage lending, insurance, and property taxation. In this context, model-based real estate appraisal methods face significant 

challenges such as performance, interpretability, stability, reliability, scalability, flexibility, simplicity, adaptability, applicability, 

generalizability, comprehensibility, data availability, and evaluation metrics. Among these challenges, performance consistently stands 

out as a key concern, attracting considerable attention from both academic researchers and industry professionals. With the aim of 

investigating the effect of dimensionality reduction (DR) on the appraisal performance, three objectives are crafted: identifying the 

initial features affecting real estate appraisal within Al Bireh city, Palestine, selecting the most influential features, and evaluating model 

performance when all features are included versus when only the most influential are used employing five statistical metrics. The 

originality of this research lies in the explicit implementation of DR using multiple feature importance (FI) techniques, multiple models, 

and multiple evaluation metrics.  Specifically, this study includes two FI techniques—namely, inherent FI and Shapley Additive 

Explanation (SHAP); four models - three tree-based models (decision tree (DT), random forest (RF), and extreme gradient boosting 

(XGBoost)) and a linear regression (LR) model used as a benchmark; and five evaluation metrics: MSE, RMSE, MAE, MAPE, and R². 

The results indicate no performance improvement when DR is conducted. However, with DR reducing the features from 28 to 6, the 

relative performance metric decrease is minor, remaining below 5% for all models except LR, and as low as 0.7% in terms of R² for RF, 

thus concluding the need for a trade-off between the minor decrease in performance and gains in computational efficiency, hardware 

resources, and data collection. The key implications of DR provide stakeholders with a checklist of key features influencing appraisal 

value, and increase efficiency by reducing processing time, resources, and data collection. 

 



Jamal A. A. NUMAN, Izham Mohamad YUSOFF 
Journal of Settlements and Spatial Planning, vol. 16, no. 1 (2025) 15-30 

 

 16 

partnership terminations, expropriations, settlements, 

auctions, and other associated activities (Droj et al., 

2024; Jin et al., 2024; Oust et al., 2023; Alzain et al., 

2022; Mankad, 2022; Sisman and Aydinoglu, 2022; 

Steurer et al., 2021; Xu and Zhang, 2021). In this 

regard, model-based real estate appraisal methods 

encounter a myriad of challenges, including issues 

related to interpretability, stability, reliability, 

scalability, flexibility, simplicity, adaptability, 

applicability, generalizability, comprehensibility, data 

availability, and evaluation metrics. Among these, 

performance has consistently emerged as a prominent 

concern, drawing significant attention from both 

academic researchers and industry stakeholders over 

the years (Chen et al., 2024; Elnaeem Balila and Shabri, 

2024; Hoxha, 2024; Hurley and Sweeney, 2024; Jin et 

al., 2024; Mathotaarachchi et al., 2024; Song and Ma, 

2024; Çılgın and Gökçen, 2023; Geerts and De Weerdt, 

2023; Hoang and Wiegratz, 2023; Lahmiri et al., 2023; 

Oust et al., 2023; Stang et al., 2023; Zhan et al., 2023; 

Das et al., 2021). This stems from the fact that higher 

model performance leads to more mature and informed 

decision-making, resulting in higher-quality and more 

impactful outcomes in practice. 

With the aim of measuring the effect of DR on 

real estate appraisal performance improvement, three 

questions are articulated in this research: What features 

influence real estate appraisal within Al Bireh city? How 

can multiple FI techniques and tree-based machine 

learning methods be combined to select the most 

influential features? How can performance be evaluated 

using the full set of initial features versus the most 

influential ones? The rationale for implementing DR, 

which involves eliminating complexity, noise, 

redundancy, and irrelevance, is not only to reduce 

computational time, hardware resources such as CPU, 

memory and disk space, and data collection efforts, but 

also to enhance performance, explainability, and 

stability (Mallick and Mittal, 2025; Theng and Bhoyar, 

2024; Zouhri et al., 2024; Chhikara et al., 2022; 

Chanasit et al., 2021; Palo et al., 2021).  

In response to the first question, this study 

determines the initial features affecting real estate 

appraisal by drawing on a literature review, relevant 

local laws and regulations in Al Bireh city - the study 

area - and the authors’ professional expertise in the 

field (Numan and Yusoff, 2024b). Regardless of the 

dimensionality of the potential features identified, they 

undergo an analysis process to select the most 

influential ones, enabling a comparison of model 

performance using all potential features versus only the 

most influential ones. 

Concerning the second research question, 

which focuses on combining the results of multiple FI 

techniques employed within various models to select a 

single set of the most influential features, some 

background on the DR method is necessary. Essentially, 

DR includes two major approaches: feature extraction 

and feature selection (Jia et al., 2022; Palo et al., 2021). 

Feature extraction reduces the original number of 

features by creating a new set, rather than a subset, 

derived from the original features through methods like 

Principal Component Analysis (PCA) (Lee, 2021). 

Feature selection, on the other hand, reduces the 

number of features by selecting a subset of the initially 

identified features using techniques such as filter, 

wrapper, and embedded methods (Theng and Bhoyar, 

2024; Krämer et al., 2023; Khaire and Dhanalakshmi, 

2022; Palo et al., 2021; García-Magariño et al., 2020). 

The filter method employs statistical measures like 

correlation, while wrapper methods assess how features 

impact prediction accuracy through techniques such as 

backward, forward, stepwise selection, permutation 

feature importance (PFI), column dropout variants, 

SHAP, and Local Interpretable Model Explanations 

(LIME). Embedded methods explore how features 

affect prediction accuracy during training by leveraging 

inherent FI techniques. No matter what technique is 

used in feature selection, domain knowledge remains an 

intrinsic component guiding the process (Hoxha, 2024; 

Lawal Dano, 2023; Jha et al., 2020). Fig. presents a 

flowchart illustrating the DR process and its 

components. 

 
 

Fig. 1. The DR flowchart. 

 

While FI techniques are typically employed to 

address the black-box aspect of machine learning 

models, with the goal of making them more explainable 

and interpretable, they can also be used for DR by 

selecting features with high FI, commonly known as top 

influential features. The FI can be model-specific or 

model-agnostic. Model-specific FI refers to the methods 

that can work within a certain model, such as those 

inherently coded within DT, RF, and XGBoost. In 

contrast, model-agnostic methods are those that can be 

plugged into any model, such as PFI, SHAP, and LIME. 

Some model-agnostic methods can show both the local 

and global effects of a particular feature, such as SHAP. 

Figure 2 illustrates the FI techniques. 

Equally important to the FI techniques are the 

models in which these techniques are applied. These 

models are categorized into two types: parametric and 
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nonparametric (Potrawa and Tetereva, 2022). 

Parametric models employ a predetermined functional 

relationship between the dependent and independent 

variables (Yang et al., 2024), often making 

presumptions such as normal distribution, while 

nonparametric models do not rely on any prior 

assumptions, but, instead, learn the relationship from 

the data. Numan and Yusoff (2024a) noted that 

parametric models include examples such as Linear 

Regression (LR) and Geographically Weighted 

Regression (GWR). In contrast, nonparametric models 

can be categorized into machine learning and deep 

learning approaches. The machine learning category 

comprises tree-based models like Decision Tree (DT), 

Random Forest (RF), Gradient Boosting (GB), Adaptive 

Boosting (AdaBoost), Light Gradient Boosting Machine 

(LightGBM), and XGBoost, alongside other techniques 

such as K-nearest Neighbor (KNN) and Support Vector 

Machine (SVM). Deep learning methods, on the other 

hand, include Artificial Neural Networks (ANN), Long 

Short-Term Memory (LSTM), and Gated Recurrent 

Unit (GRU). A schematic overview of these model 

classifications is presented in Figure 3. 

 
Fig. 2. The FI techniques flowchart. 
 

  
Fig. 3. The flowchart of the models used for real 

estate appraisal. 

To address the third research question, which 

pertains to evaluating model performance by comparing 

results when all features are incorporated versus using 

only the top influential features, this can be achieved by 

employing commonly used statistical metrics such as 

Mean Squared Error (MSE), Root Mean Squared Error 

(RMSE), Mean Absolute Error (MAE), Mean Absolute 

Percentage Error (MAPE), and the Coefficient of 

Determination (R²) (Numan and Yusoff, 2024a). 

The structure of this paper is outlined as 

follows. Section 1 introduces the research, detailing its 

importance, issues related to model-based real estate 

appraisal methods, research aim, and research 

questions. Section 2 reviews relevant studies, focusing 

on empirical work that uses forms of DR through 

feature selection with FI techniques within tree-based 

models. This literature review identifies the research 

gap that distinguishes this study from others. Section 3 

describes the methodology employed in the research. 

Section 4 provides an overview of the dataset. Section 5 

presents the analysis, results, and discussion, while 

Section 6 concludes with a summary and final remarks. 

 

2. LITERATURE REVIEW 
 

In the field of real estate appraisal, extensive 

literature delves into the utilization of DR for model 

explainability by ranking the features that most 

significantly impact the value of the appraisal. However, 

a noticeable gap exists in research papers explicitly 

focused on investigating the effects of DR on model 

performance, specifically comparing the performance 

values when all the initially identified features are 

incorporated versus when only the most influential are 

included. It is worth mentioning that even when such 

research does exist, it often lacks implementing 

multiple techniques, models, and evaluation metrics. 

For example, while Hong et al. (2020) demonstrated 

improved performance in terms of the MAPE metric by 

selecting 16 features out of 26 using RF with FI on a 

dataset of 16,601 residential property transactions in 

Gangnam, South Korea, their study is limited to a single 

model, FI method, and evaluation metric. 

In all cases, it is highly beneficial to explore 

research papers that implemented DR leveraging 

feature selection for interpretability purposes, in order 

to gain a close understanding of the settings and 

contexts in which these studies were conducted. This is 

explicitly highlighted by Theng and Bhoyar (2024), who 

emphasize that the choice of feature selection method 

heavily depends on dataset characteristics such as 

feature count, sample size, domain specificity, and 

statistical properties like central tendency, dispersion, 

skewness, outliers, correlation, and distribution.  

Table 1 provides a summary of selected studies 

that implement DR through feature selection methods 

primarily aimed at enhancing model explainability. It 
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includes details such as authors, publication dates, 

countries, dataset sizes, utilized models, feature 

selection methods, initially identified features, top 

influential features, and performance comparisons, if 

any, between incorporating all features versus only the 

top features. 

 
Table 1. Summary of reviewed empirical studies employing DR based on feature selection, mainly for the purpose of 

interpretability. 

No. Study Country Data size Model 
Feature 

selection 
method 

Number 
of initially 
identified 
features 

Number 
of 

selected 
features 

Performance 
comparison. 
All features 

versus only top 
features 

1 
Hong et al. 

(2020) 

South 

Korea 
16,601 RF Inherent FI 26 16 

One model, one 

FI method, and 

one evaluation 

metric 

2 Iban (2022) Turkey 1,002 

RF, GBM, 

LightGBM, 

XGBoost, 

OLS 

SHAP 

PFI 
43 11 Not provided 

3 
Soltani et al. 

(2022) 
Australia 428,000 GB Inherent FI 38 10 Not provided 

4 

Rico-Juan and 

de La Paz 

(2021) 

Spain 56,000 RF 
SHAP 

 
52 32 Not provided 

5 

Baur et al. 

(2023) 

 

USA 33,610 

GBM, RF, 

SVM, 

Elastic Net, 

and LR 

SHAP 9 Not stated Not provided 

6 Li et al. (2021) China 12,137 
XGBoost 

LR 
Inherent FI 35 5 Not provided 

7 

Aydinoglu and 

Sisman 

(2024) 

Turkey 200,000 RF Inherent FI 121 54 Not provided 

8 

Mete and 

Yomralioglu 

(2023) 

UK 5,627,022 RF PFI, SHAP 38 20 Not provided 

9 
Zaki et al. 

(2022) 
USA 506 XGBoost Inherent FI 13 Not stated Not provided 

10 
Krämer et al. 

(2023) 
German 81,166 XGBoost PFI Not stated 5 Not provided 

 

Looking at the last column in Table 1, it is clear 

that previous studies that utilized some form of DR in 

the real estate appraisal industry did not explicitly 

assess its impact on model performance by comparing 

results from models that used all features against those 

that used only a subset of top influential features. When 

studies do make this comparison, they often fall short 

by not employing a variety of feature selection methods, 

models, and evaluation metrics. This research aims to 

fill this gap by conducting a comprehensive analysis 

that addresses these limitations. 

Other than in the real estate domain, DR is 

also employed to improve performance across various 

fields. For example, in predicting the compressive 

strength of concrete, Wan et al. (2021) implemented DR 

by comparing the use of all features with features 

obtained through PCA and manual selection, processed 

using XGBoost, ANN, SVR, and LR models. The results 

indicate that DR improved performance, with XGBoost 

achieving higher R² and MSE values, ANN and LR 

performing better in MSE, and SVR showing improved 

R². This reinforces the notion of employing multiple 

statistical methods to assess performance. Similarly, 

Yang et al. (2023) applied DR to reduce the number of 

features affecting the mechanical properties of steel 

from 46 to 13, utilizing ANN and XGBoost models. 

Their findings indicated that the relative error between 

predicted and actual values was less than 5% when 

incorporating the full features into the models versus 

the reduced features. In the field of cybersecurity, Disha 

and Waheed (2022) used DR to reduce the number of 

features influencing intrusion detection systems from 

42 to 20 in one set and from 41 to 10 in another. They 

evaluated performance using DT, AdaBoost, GBT, ANN, 

LSTM, and GRU models, comparing results from full-

feature sets to reduced-feature sets. These studies 

significantly demonstrate the effect of DR in shaping 

performance, either by increasing it or maintaining it 

within an acceptable range, considering the advantages 

gained. 
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3. METHODOLOGY 
 

The research methodology for implementing 

DR to measure its effect on improving real estate 

appraisal performance is guided by research questions 

that include identifying features influencing real estate 

appraisal, particularly for apartments within residential 

buildings in Al Bireh city; demonstrating how DR is 

applied through feature selection using multiple FI 

techniques across various models; and evaluating 

model performance, as elaborated in the following 

sections. 

 
3.1. Features identification 
 

Features recognized as influencing real estate 

appraisal significantly impact its performance 

(Aydinoglu and Sisman, 2024; Hoxha, 2024; Oust et al., 

2023; Glumac and Des Rosiers, 2021).  

 

Table 2. The set of 28 features initially identified as influencing real estate appraisal, together with their definitions and the 

appraisal value designated as the target variable, is presented within the context of Al Bireh city.  

No. Feature Description 

0 Appraisal value 
The target variable representing the estimated value of an apartment, measured in 

Jordanian Dinar (JD). The exchange rate is 1 JD = 1.3 USD 

Temporal 

1 Appraisal date 
The date when the appraisal was conducted. The date type is an integer indicating the 

year of appraisal 

2 Construction date Represents the year the apartment was constructed. The values are expressed as integers 

Physical 

3 Area 
Represents the net surface area of the apartment in square meters (m²), excluding 

shared spaces like stairs and corridors. The values are expressed as real numbers 

4 Number of apartments in building The number of apartments within the building, expressed as an integer 

5 Number of apartments in floor The number of apartments on the same floor, expressed as an integer 

6 Number of floors in building The total number of floors in the building, expressed as an integer 

7 Floor level 
Indicates the specific floor level of the apartment. Values are integers, with negative 

values representing floors below ground 

8 Floor to parcel ratio 
The ratio of the apartment’s floor area to the parcel area on which the building is 

constructed, expressed as a real number with three decimal places 

9 Number of bedrooms The number of bedrooms in the apartment, expressed as an integer 

10 Number of bathrooms The number of bathrooms with a shower area 
11 Number of toilets The number of toilets without a shower area 

12 Number of balconies The number of balconies, providing outdoor space and a view 

13 Number of facades  The number of walls with windows in the apartment, ranging from 1 to 4 

14 Central heating availability Indicates whether central heating is available in the apartment (1 = yes, 0 = no) 

15 Elevator availability Indicates whether an elevator is available in the building (1 = yes, 0 = no) 

16 Parking availability Indicates whether a parking space is available (1 = yes, 0 = no) 

17 Storage availability Indicates whether a storage room is available (1 = yes, 0 = no) 

18 Wall construction material The material used in the apartment’s walls (1 = masonry, 2 = concrete, 3 = bricks) 

Surrounding and neighborhood 
19 Block Indicates the neighborhood, with values representing the block number 

20 Adjacent street type Classification of the largest road adjacent to the building (1 = local street, 2 = main street) 

21 Adjacent street width The width of the largest road adjacent to the building in meter, measured as an integer 

22 Number of adjacent streets The number of streets adjacent to the building, expressed as an integer 

Locational 
23 Proximity to hospitals The distance to the nearest hospital, rated from 1 (shortest) to 5 (longest) 

24 Proximity to schools The distance to the nearest school, rated from 1 (shortest) to 5 (longest) 

25 Proximity to city center The distance to the city center, rated from 1 (shortest) to 5 (longest) 

26 Proximity to main roads The distance to the nearest main road, rated from 1 (shortest) to 5 (longest) 

27 Proximity to area C 

The distance to area C, rated from 1 (shortest) to 5 (longest). According to the Oslo 

Agreement of 1994, the lands in the West Bank are divided into three categories: area A, 

governed by the Palestinian Authority for both administrative and security affairs; area 

B, administratively controlled by the Palestinian Authority with security controlled by 

Israel; and area C, fully managed by Israel 

28 Proximity to colonies 
The distance to Israeli colonies, rated from 1 (shortest) to 5 (longest). The West Bank 

contains approximately 132 Israeli settlements, inhabited by over 700,000 Israeli settlers 

The list of 28 features initially identified as influencing real estate appraisal, along with their definitions, references, and the appraisal value as 

the target variable in the context of Al Bireh city. 

 

This study initially identifies 28 features 

affecting real estate appraisal from literature review as 

well as from local laws and regulations applicable to the 

study area, namely Al Bireh city.  
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These features, detailed in Table 2, along with 

their definitions and references, are categorized into 

four main groups: temporal, physical, surrounding and 

neighborhood, and locational. 

The temporal features encompass information 

related to dates, such as the construction date and the 

appraisal date. Physical features represent the 

characteristics of the apartments, including area, the 

number of apartments in the building, the number of 

apartments on each floor, the number of floors in the 

building, floor level, floor to parcel ratio, the number of 

bedrooms, bathrooms, toilets, and balconies, the 

number of facades, and the availability of central 

heating, elevator, parking, and storage.  

The surrounding and neighborhood features 

include attributes such as block, adjacent street type, 

adjacent street width, and the number of adjacent 

streets. Locational features cover proximity to hospitals, 

schools, city center, main roads, area C, colonies, and 

the appraisal value, which serves as the target variable. 

This set of potential features guides the data collection 

process to focus on aspects relevant to real estate 

appraisal. 

 
3.2. Models and FI techniques 
 

The second research question explores how to 

apply dimensionality reduction (DR) through the 

feature selection method using two feature importance 

(FI) techniques, namely inherent FI and SHAP, within 

three tree-based models—DT, RF, and XGBoost—as 

well as linear regression (LR) as a benchmark, with the 

aim of selecting the most influential features from those 

initially identified. This allows for a comparison 

between model performance when all initial features 

are included versus when only the most influential ones 

are. The two FI techniques with four models result in 

eight plots, each representing the ranking of features in 

descending order. To select the top influential features, 

each feature that falls within the top six in each plot is 

assigned a score of “1”. The total score for each feature 

is then calculated by summing these individual scores 

across the eight plots. Features with the highest scores 

are considered the top influential features. The 

following subsections provide fundamental background 

on the models used and FI techniques. 

 

3.2.1. LR 
 

The LR serves as traditional reference model 

(Lenaers et al., 2024). It is constructed by determining 

the intercept and coefficients that minimize the 

prediction error, referred to as the residual, through the 

ordinary least squares approach. The LR prediction 

formula can be expressed in Equation 4, facilitating its 

application in predicting outcomes for any provided 

observation. 

                               (1) 

where:  

y - predicted value (representing the real estate 

appraisal or predicted price);  

β0 - intercept that stands for independent 

features absent in the model (corresponding to the 

predicted value when all other features equal zero); 

βk - coefficient of the kth independent feature;  

xk - value of the observation for the kth 

independent feature;  

ε - error; 

m - total number of independent features. 

 
3.2.2. DT 
 

The DT training includes splitting the dataset 

into subsets such that the variance or MSE is minimized 

(Louati et al., 2022; Potrawa and Tetereva, 2022). The 

DT iteratively splits the subsets until no further 

improvements are achievable or until reaching specified 

constraints imposed by hyperparameters, such as 

maximum tree depth or minimum observations 

required in a node. The prediction can be written as 

shown in the equation below (Cohen et al., 2015): 

                                             (2) 

where:  

f(xi) - prediction of the ith observation;  

xi - ith observation;  

Cq - constant; 

IRq - indicator function of the qth subset of the 

dataset. 

 

3.2.3. RF 
 

The RF, originally introduced by Breiman 

(2001), consists of multiple DTs operating in parallel 

independently. Each tree is trained on a bootstrap 

sample, which comprises the same number of 

observations as the original dataset but not necessarily 

the same number of features. Although the bootstrap 

sample shares the same number of observations as the 

original dataset, it differs in that it allows for the 

repetition of observations, a process known as sampling 

with replacement. Each individual tree within the RF 

behaves similarly to a standard single DT as discussed 

previously. The final prediction for an observation is 

simply the average of the predicted values from each tree. 

This prediction can be mathematically expressed using the 

equation adopted by Potrawa and Tetereva (2022): 

                                          (3) 

where:  

f(x) - prediction of the x observation;  
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fp - prediction of the xth observation in the pth tree;  

Xp - features of the pth tree;  

P - total number of trees. 

 
3.2.4. XGBoost 
 

The XGBoost, developed by Chen and Guestrin 

(2016), consists of multiple DTs operating sequentially 

dependently. In the first tree, the XGBoost is trained on 

the target observations while in the subsequent trees, 

the XGBoost is trained on the residuals (Lorenz et al., 

2023). Each individual tree within the XGBoost behaves 

similarly to a standard single DT as discussed 

previously in terms of splitting and minimizing the loss 

functions. The final prediction for an observation is 

simply the predicted values from each tree multiplied 

by the learning rate (η). This prediction can be 

mathematically expressed using the equation adopted 

by Sibindi et al. (2023): 

                                         (4) 

where:  

f(x) - prediction for the xth observation;  

η - learning rate;  

fp - prediction of the xth observation made by 

the pth tree;  

Xp - features used by the pth tree; 

P - total number of trees (Zippo et al., 2025). 

 

3.2.5. The inherent FI 
 

In the case of a single decision tree, during 

training, all features of the dataset are explored to select 

the feature and threshold that minimizes the variance, 

thus creating the first node and data split. The variance 

is mathematically expressed as follows: 

                                        (5) 

where:  

σ2
 - variance;  

yi - actual value of the observation;  

µ - average; 

n - number of observations.  

 

The reduction in variance at each node is 

calculated by the weighted sum of variances of the 

subsets. This calculation is expressed mathematically as 

Equation (1), which originates from the information 

gain equation adopted by Soltani et al. (2022), 

representing the weighted sum of variance: 

                                        (6) 

where:  

FIk
d - importance (score) of the kth feature split 

at jth node;  

nl - number of observations of the subset split 

at left;  

σ2
l - variance of left subset;  

nr - number of observations of the subset split 

at right;  

σ2
r - variance of the subset in the right split; 

n - total number of observations in the left and 

right subsets.  

 

The overall FI in a single tree is calculated by 

aggregating its weighted sum of variances at all nodes in 

the tree. The feature with the highest aggregated 

weighted sum of variances across all nodes of the tree is 

considered to be more important than others. In the 

case of RF, the FI is calculated by aggregating the 

weighted sum of variances across all nodes in all trees. 

The same approach is followed when it comes to 

XGBoost. In the case of LR, the FI plot is based on the 

coefficients, where the magnitude indicates the effect of 

a feature on the prediction. 

 
3.2.6. SHAP 
 

The SHAP technique, developed by Lundberg 

and Lee (2017), is model-agnostic used to assess the 

individual contributions of features to a model's 

prediction. The SHAP value for a specific feature is 

determined by summing the weighted differences in 

predictions for all possible subsets of features, both 

including and excluding that particular feature. In 

straightforward terms, the SHAP value pertaining to a 

specific feature indicates the average prediction 

adjustment across all possible combinations involving 

that feature and other features, where the unit of the 

SHAP value corresponds to the unit of the target 

variable (Kraus et al., 2020).  

Mathematically, the SHAP formula is 

represented as follows: 

(7) 

where:  

φk - SHAP value of the kth feature;  

sq - qth subset of feature;  

|sq| - number of features in the qth subset;  

"!" denotes the mathematical factorial; 

Xsq∪k - data containing the qth subset of 

features including the k feature; 

  Xsq\k - data containing the qth subset of 

features excluding the k feature;  

f - model;  

q - subset of features;  

Q - number of all possible feature subsets for 

the kth feature;  

m - total number of features. 
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3.3. Performance evaluation 
 

In this research, the most commonly used 

model performance evaluation metrics in the field of 

real estate appraisal are employed, specifically MSE, 

RMSE, MAE, MAPE, and R² (Numan and Yusoff, 

2024a). While MSE, RMSE, MAE, and MAPE metrics 

measure errors in different ways, R² evaluates the 

goodness-of-fit. Their definitions, along with their 

mathematical equations, are presented in Table 1.

 
Table 3. The set of statistical metrics selected to assess the performance of the hybrid model.  

Metric Definition Equation 

Mean Squared Error  

(MSE) 

This metric involves averaging the square of the errors, magnifying 

larger errors while minimizing smaller ones. 

This means that its value is strongly affected by outliers. Its unit is 

meaningless. The closer the value to zero, the better.  

Root Mean Squared Error  

(RMSE) 

This measure involves taking the square root of the MSE to bring it back 

to the scale of the dependent feature. It has the same unit as the target 

feature. The closer the value to zero, the better. 

 
Mean Absolute Error  

(MAE) 

This metric calculates the average of absolute errors, assigning equal 

weight to all errors. As a result, it is not influenced by outliers. A value 

closer to zero indicates better performance.  
Mean Absolute Percentage 

Error  

(MAPE) 

This measure involves averaging the absolute error relative to the actual 

value, leading to different treatment for errors of similar magnitude. The 

closer the value to zero, the better. 
 

Coefficient of 

Determination  

(R²) 

This metric measures the percentage of the squared sum of errors 

relative to the squared sum of errors in the mean, subtracted from 1. The 

closer the value to 1, the better. It indicates the percentage of the 

variation in the target variable that can be explained by the features in 

the model. 
 

*** ei is the error in the prediction of the ith observation which is the difference between the actual value and predicted value, Yi is the actual 
value of the ith observation of the dependent feature, Ŷi is the predicted value of the ith observation of the dependent feature, Ȳ is the average of the actual 
values of the dependent feature for all observations, and n is the number of observations (source: Steurer et al., 2021). 

 

4. DATA 
 

Data collection is guided by the 28 features 

initially identified as influencing the appraisal of 

residential apartments within buildings in Al Bireh city, 

as presented in Table 2. Within this study area, the data 

for these features are not consolidated in a single 

agency but is available across three main sources: Al 

Bireh Municipality (BM), Palestine Land Authority 

(PLA), and the Ministry of Local Government (MOLG).  

In the first data collection phase, information 

for 21 features are gathered from BM (construction 

date, area, number of apartments in the building, 

number of apartments on each floor, number of floors 

in the building, floor level, floor-to-parcel ratio, number 

of bedrooms, number of bathrooms, number of toilets, 

number of balconies, number of facades, central heating 

availability, elevator availability, parking availability, 

storage availability, wall construction material, block, 

adjacent street type, adjacent street width, and number 

of adjacent streets). As these data are not structured in 

a tabular format, they are extracted manually from the 

municipality’s engineering plans database. A random 

sampling strategy is used to select records from 

engineering plans for residential buildings in the study 

area that are designated as appraised. Other details, 

such as parcel and quarter numbers, are also entered to 

be used as identifiers to link the data with other 

sources, while x and y coordinates are recorded for 

mapping, resulting in a dataset of 5.586 entries stored 

in an Excel file.  

The second phase focuses on collecting two 

features-appraisal value and appraisal date-for each 

residential apartment. These two pieces of information 

are sourced from PLA and found to be documented in 

separate Microsoft Word files, which are integrated into 

the Excel file based on common parcel, quarter, and 

block numbers. Appraisal values are available for 2.354 

observations, while the remaining records were 

excluded due to the absence of appraisal values in PLA. 

By the end of this phase, data collection for 22 features 

is complete, with the appraisal value as the target 

variable.  

The third phase aims to gather the remaining 

six locational features related to proximity to amenities, 

including hospitals, schools, the city center, main roads, 

Area C, and colonies. These data are downloaded from 

the Geomolg Geoportal (geomolg.ps), managed by 

MOLG. Geographic Information Systems (GIS) 

techniques are used to derive the values for these six 

features, so they can be incorporated into the Excel data 

table.  

At the conclusion of this phase, the dataset 

includes all 28 features, with the appraisal value as the 

target variable, comprising 2,354 observations. As part 

of the pre-processing step, invalid entries and missing 

data are corrected by revisiting the sources, either BM 

or PLA, to obtain the necessary corrections, while 
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duplicate entries are removed. Based on the central 

limit theorem, checking for a normal distribution of the 

appraisal value as a target variable is unnecessary, given 

that the dataset contains more than 30 observations 

(Koohpayma and Argany, 2021). The descriptive 

statistics for the features are shown in Table 4. 

 
Table 4. The Descriptive statistics of the 28 features identified as affecting real estate appraisal within the context of Al Bireh 

city. 

No. Feature Minimum Maximum Mean 
Standard 
Deviation 

1 Appraisal value 30.961 79.992 63.986 10.401 

2 Appraisal date 2008 2023 2016 3 

3 Construction date 1995 2022 2011 5.33 

4 Area 91 207 146 20 

5 Number of apartments in building 2 38 17.05 6.22 

6 Number of apartments in floor 1 5 2.62 0.80 

7 Number of floors in building 2 11 6.69 1.47 

8 Floor level -6 8 1.68 2.13 

9 Floor to parcel ratio 0.069 0.968 0.45 0.09 

10 Number of bedrooms 1 5 2.96 0.23 

11 Number of bathrooms 1 3 1.76 0.44 

12 Number of toilets 0 2 0.74 0.45 

13 Number of balconies 0 4 1.39 0.69 

14 Number of facades  1 4 2.58 0.54 

15 Central heating availability 0 1 0.02 0.14 

16 Elevator availability 0 1 0.95 0.22 

17 Parking availability 0 1 0.91 0.29 

18 Storage availability 0 1 0.13 0.33 

19 Wall construction material 1 2 1.00 0.07 

20 Block 7 28 8 18 

 Adjacent street type 1 4 2.27 0.64 

21 Adjacent street width 3 30 10.30 3.76 

22 Number of adjacent streets 1 3 1.45 0.60 

23 Proximity to hospitals 1 5 2.37 1.02 

24 Proximity to schools 1 4 1.70 0.70 

25 Proximity to city center 1 5 3.53 0.90 

26 Proximity to main roads 1 4 1.51 0.80 

27 Proximity to area C 1 4 2.12 1.03 

28 Proximity to colonies 1 5 3.25 0.91 

 
5. ANALYSIS, RESULTS, AND DISCUSSION 
 

The dataset, consisting of 28 features and 

2.345 observations, including the appraisal value as the 

target variable and meeting the pre-processing 

requirements, is fed into the three tree-based models 

and the LR using open-source Python libraries such as 

pandas, sklearn, numpy, matplotlib, and scikit-learn, 

within JupyterLab in the Anaconda App. Although 

hyperparameter values are typically selected from a set 

of candidates using strategies that optimize model 

performance, such as grid search, random search, and 

Bayesian, in this research, the hyperparameter values 

for DT, RF, and XGBoost are assumed as depicted in 

Table 5. These values are guided by ranges observed in 

similar studies within the field of real estate appraisal 

(Mathotaarachchi et al., 2024; Neves et al., 2024; 

Sharma et al., 2024; Choy and Ho, 2023; Hu and Tang, 

2023; Sibindi et al., 2023; Zhang et al., 2023; Kim et al., 

2022; Louati et al., 2022; Kim et al., 2021).  

 

Table 5. The selected hyperparameters for the DT, 

RF, and XGBoost. 

Selected value 
Hyperparameter 

DT RF XGBoost 

min_samples_split 2 5 --- 

min_samples_leaf 1 5 --- 

max_depth 5 10 5 

n_estimators --- 100 100 

subsample --- --- 1 

colsample _bytree --- --- 0.9 

Learning_rate (eta) --- --- 0.2 

lambda --- --- 0.2 

alpha --- --- 10 
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The result of three tree-based machine 

learning models: DT, RF, and XGBoost, with the 

hyperparameters listed in Table 5, along with the 5-fold 

cross validation, and considering five statistical 

performance evaluation metrics presented in Table 3 

are summarized in Table 6. The results clearly indicate 

that the XGBoost has the best performance in all the 

metrics. 

Table 6. The performance evaluation metrics for LR, DT, RF, and XGBoost, when 28 features are incorporated along with the 

appraisal value as the target variable. 

Model MSE RMSE MAE MAPE R2 

LR 54,304,379 7,354 5,202 8.969 0.497 
DT 42,764,662 6,539 4,690 7.944 0.604 
RF 21,848,492 4,658 2,533 4.411 0.798 

XGBoost 19,941,336 4,465 2,061 3.530 0.815 

 
LR (Coefficients) LR (SHAP) 

  
DT (inherent FI) DT (SHAP) 

  
RF (inherent FI) RF (SHAP) 

  
XGBoost (inherent FI) XGBoost (SHAP) 
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Fig. 4. The results of inherent FI and SHAP within the DT, RF, and XGBoost, based on 28 features with the appraisal as the 

target variable. The coefficients are plotted for LR as an equivalent method for inherent FI. 

While Soltani et al. (2022) implemented top 

influential features based on the model with the highest 

performance, this research applies two FI techniques 

across four models. Specifically, inherent FI and SHAP 

techniques are employed to rank features in descending 

order of importance, allowing for the selection of the 

top six features out of the initially identified 28. In the 

case of LR, inherent FI is expressed by plotting the 

feature coefficients, indicating the importance of each 

feature in determining the target variable. The plots are 

shown in Figure 4. It presents eight plots of ranked 

features derived from four models, each using two 

different FI techniques. To obtain a unified set of the 

top six influential features, each feature that falls within 

the top six is assigned a score of "1", as shown in Table 

7.  

 

Table 7. The total score of the top six most influential features using inherent FI and SHAP within the DT, RF, XGBoost, and LR. 

Inherent FI SHAP 
No. Feature 

LR DT RF 
XG 

Boost 
LR DT RF 

XG 
Boost 

Total 
score 

1 Appraisal date  1 1 1 1 1 1 1 7 

2 Area  1 1 1 1 1 1 1 7 

3 Construction date  1 1   1 1  4 

4 Block  1 1   1 1 1 5 

5 Number of apartments in building   1 1   1 1 4 

6 Number of apartments in floor          

7 Number of floors in building          

8 Floor level    1     1 

9 Floor to parcel ratio 1 1  1    1 4 

10 Number of bedrooms          

11 Number of bathrooms          

12 Number of toilets 1        1 

13 Number of balconies          

14 Number of facades           

15 Central heating availability          

16 Elevator availability 1        1 

17 Parking availability          

18 Storage availability          

19 Adjacent street type          

20 Adjacent street width          

21 Number of adjacent streets          

22 Wall construction material 1        1 

23 Proximity to hospitals 1    1    2 

24 Proximity to schools          

25 Proximity to city center          

26 Proximity to main roads     1    1 

27 Proximity to area C     1 1   2 

28 Proximity to colonies          

 
The total score for each feature is then 

calculated by summing these individual scores across 

the eight plots, as represented in the last column of 

Table 7. According to this column, the six features with 



Jamal A. A. NUMAN, Izham Mohamad YUSOFF 
Journal of Settlements and Spatial Planning, vol. 16, no. 1 (2025) 15-30 

 

 26 

the highest scores are appraisal date, area, construction 

date, block, number of apartments in the building, and 

floor to parcel ratio. The selection of the top six features 

is based on their high total scores, which range from 7 

to 4, before dropping to 1 or less for the remaining 

features. The identification of the appraisal date, 

construction date, and area among the top six features 

aligns with the results obtained by Krämer et al. (2023) 

through their research utilizing the PFI within 

XGBoost. Similarly, this finding is supported by 

Aydinoglu and Sisman (2024), who identified 

construction date and area among the top three features 

using RF with the inherent FI. The next major step in 

the analysis is evaluating the performance by inputting 

these selected top six features into the four models with 

identical hyperparameters and a 5-fold cross-validation 

technique. The outcomes of the statistical performance 

evaluation metrics are consolidated in Table 8. 

 
Table 8. The performance evaluation metrics for LR, DT, RF, and XGBoost, considering the top six features with the appraisal 

value as the target variable. 

Model MSE RMSE MAE MAPE R2 

LR 63,490,393 7,959 5,925 10.2 0.412 
DT 43,883,329 6,624 4,798 8.13 0.594 
RF 22,422,585 4,718 2,629 4.578 0.793 

XGBoost 20,950,174 4,577 2,124 3.658 0.806 

 
To facilitate a comprehensive comparison of 

the performance of the four models using both all initial 

features (Table 2) and only the top six influential 

features (Table 7), the relative performance change is 

calculated. This is done by subtracting the performance 

metric value when all features are included from the 

performance metric value when only the top six features 

are included, then dividing the result by the 

performance metric when all features are included, as 

presented in Figure 5.  

 

Fig. 5. The relative performance change when using all features versus using the top six features. 

The results clearly demonstrate that none of 

the four models achieves any improvement across any 

of the five metrics. This indicates that the performance 

with all features included in the models is still better 

than when only the most influential features are 

included. However, with the exception of the LR model, 

the relative performance change remains below 

approximately 5% and is as low as 0.7% in terms of R² 

for the RF model. These results align with the findings 

of Yang et al. (2023), where the relative error between 

the actual and predicted values when using the full 

features and the reduced features was less than 5%. 

This raises the question of whether the trade-off 

between model performance and reduced 

computational time and hardware resources is 

worthwhile. A similar trade-off is also considered 

between performance and interpretability (Kucklick 

and Müller, 2023) or between performance and stability 

(Khaire and Dhanalakshmi, 2022), to avoid focusing 

solely on one aspect while neglecting others. 

 

6. CONCLUSIONS 
 

This study highlights the significant role of DR 

in eliminating redundancy, irrelevance, noise, and 

complexity, thereby reducing computational time, 

hardware resources, storage requirements, and data 

collection efforts. With these advantages in mind, the 

research aimed to explicitly investigate the potential of 

DR to improve real estate appraisal performance by 

reducing the number of features through a feature 

selection method, employing two FI techniques across 

four models, and relying on five statistical metrics for 

model performance evaluation. 
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Concerning the first research question related 

to the identification of the initial features influencing 

real estate appraisal, particularly residential apartment 

buildings in Al Bireh city, these features are identified 

based on the literature, local laws, and regulations, and 

are presented in Table 2. The dataset includes 28 

features along with the appraisal value as the target 

variable, with a preprocessed dataset consisting of 2,354 

observations for residential properties. Descriptive 

statistics for the features are shown in Table 4. 

The second research question, focusing on 

conducting DR through selecting the most influential 

features, employs multiple FI techniques (inherent FI 

and SHAP techniques) and multiple models (DT, RF, 

XGBoost, and LR). The two FI methods, both inherent 

FI and SHAP, are conducted within the four models, 

yielding eight plots of ranked features as illustrated 

Figure 4. The initial 28 features are summarized in a 

table, where each feature that lies within the top six 

according to the FI plots and its corresponding model is 

assigned a score of “1”. The total score for each feature 

is then calculated. The results indicate that the features 

with the highest total scores are six: appraisal date, 

area, construction date, block, number of apartments in 

the building, and floor-to-parcel ratio. 

To address the third question, separately, all 

the 28 initial features and the top six influential ones 

are fed into the 4 models along with the assumed 

hyperparameters and 5-fold cross-validation training 

technique. The five statistical performance evaluation 

metrics - MSE, RMSE, MAE, MAPE, and R² - are 

determined. The findings indicate that when only the 

top six features were used, none of the models achieved 

performance improvement compared to including all 

features. However, the relative performance metric 

change warrants interpretation, as, except for LR, it was 

less than approximately 5% for all models and as low as 

0.7% in terms of R² for RF. This probably suggests a 

need to balance performance with computational time, 

hardware resources, and data collection. This trade-off 

echoes the traditional debate between performance and 

interpretability, or performance and stability, 

reinforcing the idea that performance does not 

necessarily come at the expense of other equally 

important factors.  

Several limitations need to be mentioned. The 

features analyzed in this study only encompass the 

physical and locational attributes of the apartments, 

without considering microeconomic factors due to the 

lack of such data. For the same reason, the dataset size 

is relatively small for machine learning models. Larger 

datasets increase the likelihood of models being trained 

on diverse cases, enabling them to learn more patterns 

effectively. In addition to the importance of dataset size, 

representativeness also plays a significant role. Despite 

these limitations, this research makes a valuable 

contribution by presenting an empirical investigation 

into DR through feature selection, employing two FI 

techniques across four models. 

The implications are threefold: Firstly, it 

provides insight into the magnitude of each feature’s 

impact on appraisal performance, enhancing 

explainability. Secondly, it offers a list of top features 

influencing apartment appraisals, which can benefit 

stakeholders such as apartment sellers and buyers, 

banks, property taxation authorities, insurance 

agencies, and those making informed development and 

investment decisions. Thirdly, it reduces the need for 

hardware resources, prolonged processing time, 

storage, and data collection during model training by 

eliminating redundancy, irrelevance, noise, and 

complexity through DR.  

To better understand the potential impact of 

DR on model performance improvement, additional 

future empirical studies are needed. These studies 

should not be limited to tree-based machine learning 

models but should encompass a broader range of 

models with larger datasets in terms of both features 

and observations. On the other hand, even when using 

the same models – LR, DT, RF, and XGBoost – an 

alternative approach could assess performance by 

allowing each model to use its own top features, without 

relying on the total score method. This approach might 

have the potential to improve the performance of these 

models by focusing on their specific top features; 

however, it would reduce the likelihood of identifying a 

unified set of top influential features. 
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